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Motivation

Large language models (LLMs) can do many things:

< / >| Write code

Generate creative content Training data mixture

How do we select data for them? What is the relationship between data and these
capabilities?



Motivation

How do humans learn from data? Learn skills in a certain order.’

LESSON PLAN
WEEK 1: ADDITION
WEEK 2: SUBTRACTION

WEEK 3: MULTIPLICATION
WEEK &: DIVISION
WEEK 5: SOLVING LINEAR EQUATIONS

[1] Gagne. The acquisition of knowledge, 1962. H DO mOdels alSO learn ||ke thIS?




Our findings

1) There exist sets of skills associated with data that the LLM
learns most efficiently in some particular order.

2) We can learn this order and exploit it to better select training
data.



Definition: what is a skill”?

Training data can be partitioned into subsets associated with skills.

Examples: tasks, data sources, task categories.

Data



How do we define a meaningful order over skills?

Given a set of skills S, we have a skills graph G encoding how skKills are learned.

Validation loss on s 4

Train on's, only
Train on s, and s, uniformly

Data Training steps



How do we define a meaningful order over skills?

Given a set of skills S, we have a skills graph G encoding how skills are learned.

Ordered skills set. S whose skills graph is neither complete nor empty

Data

Validation loss on s 4

Train on s, only
Train on s,and s, uniformly

Training steps



Ordered skill set example

Four skills: Spanish/English question answering and question generation from
Natural Instructions’



Ordered skill set example

Four skills: Spanish/English question answering and question generation from
Natural Instructions’
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Spanish QG
Ordered skill set



Ordered skill set example

Four skills: Spanish/English question answering and question generation from

Natural Instructions’
Model performance on Spanish QG
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Skill-1t data selection algorithm



Problem setup
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Problem setup

Training data (X, ) |
( x Evaluation data (X_ ) .
Sy |/ x Pre-trained LLM f
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L Strain, 2 ) ( S

) S < 1L eval, 2 )

train ( ) eval :

L Strain, 3 ) s )
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L Strain, k )

Goal: how to order and select n samples from X for f to perform well on X_



Skill-It algorithm

Online optimization problem: split training into 7 rounds, adjust mixture of skills at
each round
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Online optimization problem: split training into 7 rounds, adjust mixture of skills at
each round

1. Learn skills graph




Skill-It algorithm

Online optimization problem: split training into 7 rounds, adjust mixture of skills at
each round

1. Learn skills graph 2. Initialize training
data mixture p,
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Skill-It algorithm

Online optimization problem: split training into 7 rounds, adjust mixture of skills at
each round

1. Learn skills graph 2. Initialize training 3. Train model for one
data mixture p, round with p. and get
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Skill-It algorithm

Online optimization problem: split training into 7 rounds, adjust mixture of skills at

each round
1. Learn skills graph 2. Initialize training 3. Train model for one 4. Construct next
data mixture p, round with p. and get round’s data mixture p,
updated model f, using update rule
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Skill-It algorithm

Online optimization problem: split training into 7 rounds, adjust mixture of skills at

each round
1. Learn skills graph 2. Initialize training 3. Train model for one 4. Construct next 5. Repeat for T
data mixture p, round with p, and get  round’s data mixture p,  total rounds
updated model f, using update rule
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Skill-It algorithm

Online optimization problem: split training into 7 rounds, adjust mixture of skills at

each round
1. Learn skills graph 2. Initialize training 3. Train model for one 4. Construct next 5. Repeat for T
data mixture p, round with p, and get  round’s data mixture p,  total rounds
updated model f, using update rule
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Skill-It algorithm

Online optimization problem: split training into 7 rounds, adjust mixture of skills at

each round
1. Learn skills graph 2. Initialize training 3. Train model for one 4. Construct next 5. Repeat for T
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Skill-It algorithm

Online optimization problem: split training into 7 rounds, adjust mixture of skills at

each round

1. Learn skills graph 2. Initialize training 3. Train model for one
data mixture p, round with p. and get

updated model f,

25% 25%

25% > -

4. Construct next
round’s data mixture p,
using update rule

20% 38%

5. Repeat for T
total rounds

—>

14%

1 2 3 4 1
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Update rule:
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Results



Natural Instructions fine-tuning results

E%Bformance on Spanish question generation

—e— Spanish QG only
290 —o— Skill-stratified
- —e— SKkill-It
8 2.50
|
g
& 2.451
©
i)
T‘>u 2.40
2.351
2.30

200 300 400 500 600
Steps



Natural instructions out-of-domain results

Skill-It outperforms baselines on 11/12 task categories

Validation Loss Validation Loss

Validation Loss
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Skill-t!

See paper for:

e How to efficiently learn a skills graph (on smaller models)

e Insights into unsupervised skills discovery

e Additional experimental results (more synthetics, real datasets, and a 3B
parameter model trained on RedPajama)

Arxiv: https://arxiv.org/abs/2307.14430

Skill-1t!


https://arxiv.org/abs/2307.14430

Zero-shot models are a powerful new paradigm,

produce tikz code for a diagram of a robot

\documentclass[tikz,border=5mm]{standalone}

\begin{docunent}
\begin{tikzpicture}

% Body
\draw[fill=gray!30] (0,0) rectangle (2,2);

Zero-Shot Robustification of Zero-Shot Models

% Head
\draw[£ill=gray!50] (0.5,2) circle (0.3

% Azms

\dzaw[line 2mn, gray!40, rounded mn] (0,1.2) == (-0.5,0.7) -
\draw[Line m, gray!40, rounded nn] (2,1.2) -+ (2.5,0.7) --

% Legs
\draw[line m, gray!40] (0.7,0) -- (0.7,-1.5);
\draw[line m, gray!40] (1.3,0) -- (1.3,-1.5);

% Wheels
\draw[fill=black] (0.3,-1.7) circle (0.
\draw[£ill=black] (1.7,-1.7) cirele (0.

\end(tikzpicture}

\end{document}
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But Their Performance Isn’t Always Great

Pretraining data leads to all sorts of potential quirks,

] |

prediction = pacifier prediction = bottle

Yang et 23



How Do We Fix These?

One idea: these models might know useful concepts

e But don’t use these during prediction

| am trying to detect images of pacifiers. Which features should | look for?

. ; ; P
@ Identifying pacifiers in images is an interesting task! You might il e

certain visual features to help with detection. Consider these:

1. Shape and Size: Pacifiers typically have a distinct shape with ¢

Look for circular or oval shapes with a handle attached. Something that might be spuriously correlated with pacifiers could be the prese

2. Color: Pacifiers often come in bright and distinct colors. Look" of baby bottles. While baby bottles and pacifiers are both related to baby care a

especially in the nipple and handle. are often found together, they serve different purposes.
3. Texture: The texture of the nipple part might differ from the rest of the object. It

could be softer or have a different surface texture.



How Do We Fix These?

Our work: two-stage process: obtain insights, modify representations

"landbird"
embedding
1
.3
image 1
embedding .2
Zero-shot
model (e.g.,
Landbird with water CcLIP) [
background
.17
["waterbird", "landbird"] 21
iiabels Prediction §§
"waterbird"
embedding

Arxiv: https://arxiv.org/pdf/2309.04344

Task description:

"Classify waterbird vs
landbird" Insights
Auxiliary
foundation = — Useful: beak shape “landbizd"
model Spurious: background embedding
Insights =
embedding o)
.14
Predicti
o , Prediction v
43
Zero-shot = .15 I
model (e.g., g 31
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Landbird with water ) o :: ®
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https://arxiv.org/pdf/2309.04344

Thank Youl!

fredsala@cs.wisc.edu



