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Write code

Large language models (LLMs) can do many things:

Motivation

Chat with users

Generate creative content Training data mixture

?

How do we select data for them? What is the relationship between data and these 
capabilities?



How do humans learn from data? Learn skills in a certain order.1 

Motivation

Lesson Plan
Week 1: Addition
Week 2: Subtraction
Week 3: Multiplication
Week 4: Division
Week 5: Solving Linear Equations

[1] Gagne. The acquisition of knowledge, 1962. Do models also learn like this?



1) There exist sets of skills associated with data that the LLM 
learns most efficiently in some particular order. 

2) We can learn this order and exploit it to better select training 
data.

Our findings



Training data can be partitioned into subsets associated with skills.

Examples: tasks, data sources, task categories.

Definition: what is a skill? 



Given a set of skills S, we have a skills graph G encoding how skills are learned.

How do we define a meaningful order over skills?
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Given a set of skills S, we have a skills graph G encoding how skills are learned.

Ordered skills set: S whose skills graph is neither complete nor empty

How do we define a meaningful order over skills?
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Ordered skill set example

Four skills: Spanish/English question answering and question generation from 
Natural Instructions1 
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Skill-It data selection algorithm



Problem setup

Training data (Xtrain)
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Goal: how to order and select n samples from Xtrain for f to perform well on Xeval 

Problem setup

Training data (Xtrain)

strain, 1

strain, 2

strain, 3

strain, k

…

Evaluation data (Xeval)

seval, 1

seval, 2

seval, m

…

Pre-trained LLM f

Strain Seval



Online optimization problem: split training into T rounds, adjust mixture of skills at 
each round

Skill-It algorithm
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Online optimization problem: split training into T rounds, adjust mixture of skills at 
each round

Skill-It algorithm

1. Learn skills graph 2. Initialize training 
data mixture p1

4. Construct next 
round’s data mixture p2 
using update rule 

3. Train model for one 
round with p1 and get 
updated model f1

5. Repeat for T 
total rounds

…

Weight on strain, i depends on what 
seval, j it influences in skills graph 

Weight is proportional to how 
well model is learning each seval, j

Update rule:



Results



Natural Instructions fine-tuning results



Natural instructions out-of-domain results

Skill-It outperforms baselines on 11/12 task categories



See paper for:

● How to efficiently learn a skills graph (on smaller models)
● Insights into unsupervised skills discovery
● Additional experimental results (more synthetics, real datasets, and a 3B 

parameter model trained on RedPajama)

Skill-It!

Arxiv: https://arxiv.org/abs/2307.14430 

https://arxiv.org/abs/2307.14430


Zero-shot models are a powerful new paradigm,

Zero-Shot Robustification of Zero-Shot Models



Pretraining data leads to all sorts of potential quirks,

But Their Performance Isn’t Always Great



One idea: these models might know useful concepts 

● But don’t use these during prediction

How Do We Fix These?



Our work: two-stage process: obtain insights, modify representations

How Do We Fix These?

Arxiv: https://arxiv.org/pdf/2309.04344

https://arxiv.org/pdf/2309.04344


Thank You!
fredsala@cs.wisc.edu


