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This Talk: Training Data for GenAI
• State-of-the-art GenAI uses sequential stages of training

• Sequential stages need careful training data management

• Two vignettes illustrating critical challenges:
• Adapting to new domains
• Enforcing trust and safety
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Stage 1: Self-Supervised Learning

“A flash flood watch will 
be in effect all ???”
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“month”

“giraffe”

…
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Stage 2: Instruction Tuning (Supervised)

Sanh et al., ICLR 2022

Large
Language
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Stage 3: Reinforcement Learning

Ouyang et al., NeurIPS 2022
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3 Types of Training
Means
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Challenge 1: Adapting to New Domains
Pre-Training Data Your Data

• Usually generic Web pages
• One size fits all

• Highly specialized
• Implicit domain knowledge
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data?
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Challenge 1: Adapting to New Domains

Self-Supervised Learning Supervised Learning

+ Low data costs
-  No explicit instructions

+ Best model quality
-  High data costs



Yiyang Nan Avi Trost

Learning to Generate Tasks
• Can we improve domain adaptation by automatically 

converting raw data to instruction-response pairs?

• Key idea: existing instruction tuning datasets can be remixed 
as training data for conditional task generation

Nihal Nayak



Conditional Task Generation

Supervised Learning“Who are the key 
people mentioned?”

“Jerome Powell,
Janet Yellen”

Conditional
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How Do We Learn to Do This?
• Key idea: existing 

instruction tuning 
datasets can be remixed

• Move the instruction from 
the input to the output

• We remix P3 (Bach et 
al., 2022) to create over 
1 million examples

Context: In doing so Walcott also 
became the first England player to 
score a hat-trick in a competitive 
since Michael Owen in 2001. Walcott 
returned to the international fold on 3 
March 2010 in a friendly against 
Egypt.

Instruction: Given that context, does 
it follow that Walcott scored 3 goals in 
a game Yes, no, or maybe?

Response: Yes



Our Training Mixture



Bonito



Results

Yes-No 
QA

Extractive 
QA

Logical 
Inferences

Mistral (Zero Shot) 59.0% 17.8% 45.3%
+ Self-Supervision 60.1% 27.3% 48.5% +   4.6
+ P3 72.9% 65.3% 53.5% + 23.2
+ P3 + Self-Supervision 72.4% 62.9% 53.8% + 22.3
+ P3 + Bonito 73.6% 75.7% 77.5% + 34.9



Challenge 1 Takeaways
• Generating instruction tuning datasets with your data can 

outperform self-supervision and general-purpose training data

• Targeting fine-tuning at the right level of the GenAI training 
stack results in best performance
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Auditing GenAI for Safety Failures
• We find that GPT-4 has 

safety vulnerabilities 
suggesting that low-resource 
languages are not sufficiently 
covered in training

• Low resource language: a 
language that lacks data in 
the digital space

Zheng-Xin Yong Cristina Menghini

NeurIPS 2023 Workshop on Socially 
Responsible Language Modelling Research

Best Paper Award
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Translation-Based Attack

• 16 different topics 
• 12 different languages

• Human evaluation
• Bypass = enable harmful goal



English is Well-Defended
• English inputs have <1% 

attack success rate
Attack BYPASS (%)

LRL-Combined Attacks 79.04

Zulu (zu) 53.08
Scots Gaelic (gd) 43.08
Hmong (hmn) 28.85
Guarani (gn) 15.96

HRL-Combined Attacks 10.96

Simplified Mandarin (zh-CN) 2.69
Modern Standard Arabic (ar) 3.65
Italian (it) 0.58
Hindi (hi) 6.54
English (en) (No Translation) 0.96

Always Intelligent and Machiavellian (AIM) 55.77
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Translations Bypass Safeguards
• English inputs have <1% 

attack success rate

• Low-resource languages have 
higher attack success rate

• If adversary can iterate 
through low-resource 
languages, they have 80% 
chance of bypassing 
safeguards
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Translations Bypass Safeguards
• English inputs have <1% 

attack success rate

• Low-resource languages have 
higher attack success rate

• If adversary can iterate 
through low-resource 
languages, they have 80% 
chance of bypassing 
safeguards

GPT-4’s safety alignment training 
DOES NOT generalize cross-lingually.





Challenge 2: Enforcing Trust and Safety
Large Language Model

Self-Supervised Learning

Supervised Learning

Reinforcement Learning

Follow the 
instructions!

(In many 
languages)

Don’t support 
crimes!

(In fewer 
languages)



Challenge 2 Takeaways
• Mismatched dataset coverage at different stages of training can 

lead to safety vulnerabilities in generative AI

• Finding and preventing these vulnerabilities requires careful 
training data management and auditing



This Talk: Training Data for GenAI
• State-of-the-art GenAI uses sequential stages of training

• Sequential stages need careful training data management

• Two vignettes illustrating critical challenges:
• Adapting to new domains
• Enforcing trust and safety



• In collaboration with Nihal Nayak, Yiyang Nan, Avi Trost,
Zheng-Xin Yong, and Cristina Menghini

• Sponsors

• Disclosure: Stephen Bach is an advisor to Snorkel AI.

Thank you!



Thank you!
• sbach@cs.brown.edu

• cs.brown.edu/people/sbach


